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This paper presents the theoretical basis of autoregressive (AR) modelling in 
spectral analysis. Autoregressive modelling includes a model identification 
procedure based on an autocorrelation function (ACF) of the incoming signal 
and its statistical evaluation. This is necessary to choose the best order of an 
AR model that best describes the given set of data. Spectral analysis gives 
information about the frequency content of a signal. The AR method is an 
alternative to discrete Fourier transform (DFT) in the computing of a power 
spectrum density function of a signal, but provides a smoother power 
spectral density then DFT. 
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1. Introduction 

*Autoregressive moving average model (ARMA) 
describes a behavior of time series. The time series 
assumes a discrete set of time ordered data obtained 
from observation of an incoming signal over time, in 
equally spaced time intervals. The primary goal 
analysis of a time series is to understand the basic 
mechanism that generates evaluated data, and based 
on this, forecast future values of the series. 

In telecommunication, radio signals are 
represented by a stochastic time series. Only a 
stochastic signal can carry some information. For 
evaluation of incoming signals we are interested in 
estimation of the power spectrum density. Normally 
this is performed by applying the discrete Fourier 
transform (DFT) directly to the signal, but this is not 
satisfactory when applied to random signals. 

A possible solution is to organize the samples of a 
signal in segments of equal length, and compute DFT 
for each segment, and finally average all DFTs. Thus, 
averaging reduces randomness. Methods based on 
this approach are called non parametric method. One 
variety of nonparametric methods is a periodogram 
and its modifications. For short data lengths, the 
periodogram technique suffers from poor statistical 
stability and poor spectral resolution. 

The autoregressive model includes a procedure 
for model identification, which is important for 
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choosing the order of the autoregressive process 
that best describes the given finite record of the 
signal. It provides a smoother power spectrum than 
DFT, but has the disadvantage of difficult model 
identification (Rejfek et al., 2015). 

The objective of this paper is to explain the 
theoretical background of AR methods and estimate 
the best order of an AR model, based on statistical 
evaluation of the autocorrelation function (ACF). 

2. Arma model 

Normally we do not have enough information 
about a basic mechanism that generates evaluated 
signals for creating a precise model. So we assume 
that the signal is created as output of the linear time 
invariant (LTI) system, with transfer function of 
𝐻(𝑧) White noise is the input with spectral 
density 𝜎2. 

The LTI system is described by differential 
equations: 

 
𝑥(𝑘) + 𝑎1𝑥(𝑘 − 1) + 𝑎2𝑥(𝑘 − 2) + ⋯ + 𝑎𝑝𝑥(𝑘 − 𝑝) =

 𝑏0𝑣(𝑘) + ⋯ + 𝑏𝑞𝑣(𝑘 − 𝑞)                     (1) 

 
where {𝑎𝑛 , 𝑏𝑚}  are corresponding AR and MA 
parameters; {𝑣𝑛 , 𝑥𝑚} Are inputs and output 
sequence. System transfer function is given by: 

 

𝐻(𝑧) =
𝐵(𝑧)

𝐴(𝑧)
=

∑ 𝑏𝑚𝑧−𝑚 
𝑞
𝑚=0

1+∑ 𝑎𝑛𝑧−𝑛𝑝
𝑛=1

                     (2) 

 
If we substitute𝑧 =  𝑒𝑗𝜔𝑡 , we get frequency 

response. Spectral density of time series x (k) is 
given by: 
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𝑆𝑝(𝜔) =  |𝐻(𝑒𝑗𝜔𝑡)|
2

𝑆𝑛(𝜔)                     (3) 

 

Therefore the signal n(k) is white Gaussian noise 
with a variance 𝜎2.and can be written: 

 

𝑆𝑝(𝜔) =  |𝐻(𝑒𝑗𝜔𝑡)|
2

𝜎2                     (4) 

 
Each stationary series that is generated by a 

stochastic process can be assigned to one of the 
following models.  

The first is the Moving average model (MA), 
which is a linear combination of past error, and its 
realization is by a FIR filter. The second is the 
Autoregressive model (AR), which is realized by a IIR 
filter (Schlindwein and Evans, 1992). 

3. AR model 

The AR model assumes that the current values of 
the series can be described by finite linear aggregate 
previous values of the series and current value of 
white noise. An AR model process of zero mean and 
order p can be defined as (Schwarz, 2009): 

 
𝑥(𝑘) = 𝑛(𝑘) − 𝑎1𝑥(𝑘 − 1) − 𝑎2𝑥(𝑘 − 2) − ⋯ −
𝑎𝑝𝑥(𝑘 − 𝑝).                      (5) 

 
We can rewrite equation into form: 
 

𝑛(𝑘) = 𝑥(𝑘) + ∑ 𝑎𝑙𝑥(𝑘 − 𝑙)
𝑝
𝑙=1                     (6) 

 
Representation of this equation is the IIR filter of 

p-order, and contains p + 1 parameters which have 
to be estimated from the data (Fig. 1). 

 

 
Fig. 1: Realization of AR model using IIR filter 

 
The predictor coefficients are usually estimated 

using the least-square minimization technique. 
A possible solution is through the Yule-Walker 

equation, which connects an autocorrelation 
function of time series and its parameters. Deriving 
of the Y-W equation comes from multiplying Eq. 5 by 
 𝑥(𝑘 − 𝑚) and then averaging (Rejfek et al., 2015). 
 
𝐸[𝑥(𝑘)𝑥(𝑘 − 𝑚)] = − ∑ 𝑎𝑙𝐸[𝑥(𝑘 − 𝑙)𝑥(𝑘 − 𝑚)] +

𝑝
𝑙=1

𝐸[𝑛(𝑘)𝑛(𝑘 − 𝑚)]                       (7) 
 

We suppose that the last value of noise is not 
correlated with previous values of the series. 
Therefore is 

 

 𝐸[𝑛(𝑘)𝑛(𝑘 − 𝑚)] = 0  
 

and we can write: 
 
𝑅𝑥𝑥(𝑚) = −𝑎1𝑅𝑥𝑥(𝑚 − 1) − 𝑎2𝑅𝑥𝑥(𝑚 − 2) − ⋯ −
𝑎𝑝𝑅𝑥𝑥(𝑚 − 𝑝)                      (8) 

 
If we use Eq. 8 to write the expression for 1 <

𝑚 < 𝑝, we get set of linear equation (Porat, 1997). 
 

[

𝑅𝑥𝑥(1)

𝑅𝑥𝑥(2)
⋮

𝑅𝑥𝑥(𝑝)

] ==

[(

𝑅𝑥𝑥(0)

𝑅𝑥𝑥(1)
𝑅𝑥𝑥(−1)

𝑅𝑥𝑥(0)
⋯

𝑅𝑥𝑥(−𝑝 + 1)

𝑅𝑥𝑥(−𝑝 + 2)
⋮ ⋱ ⋮

𝑅𝑥𝑥(𝑝 − 1) 𝑅𝑥𝑥(𝑝 − 2) ⋯ 𝑅𝑥𝑥(0)

)] . [

−𝑎1
−𝑎2

⋮
−𝑎𝑝

]  

 

The matrix form of the Y-W equation and solution 
is: 

 
𝑎 = 𝑅−1𝑟                        (9) 

 
and for  𝑚 =  0, we get the equation, 

 
𝑅𝑥𝑥(0) = − ∑ 𝑎𝑙

𝑝
𝑙=1 𝑅𝑥𝑥(−𝑙) +  𝐸[𝑛(𝑘) 𝑛(𝑘 − 𝑚)]           (10) 

 
therefore 𝐸[𝑛(𝑘) 𝑛(𝑘 − 𝑚)] ≠ 0 is necessary to 
provide derivation. The Eq. 5 is multiplied by 𝑛(𝑘) 
and then averaged. 

 
𝐸[𝑛(𝑘) 𝑛(𝑘 − 𝑚)] = − ∑ 𝑎𝑙

𝑝
𝑙=1 𝐸[𝑥(𝑘 − 𝑙)𝑥(𝑘 − 𝑚)] +

 𝐸[𝑛(𝑘) 𝑛(𝑘)]                    (11) 
 

where 
 

𝐸[𝑛(𝑘) 𝑛(𝑘)] =  𝜎2  
 

now we can rewrite the Eq. 10 for variance of noise. 
 

𝜎2 = ∑ 𝑎𝑙
𝑝
𝑙=1 𝑅𝑥𝑥(−𝑙).                   (12) 

 

In summary, we get set of p equations for p 
coefficients {𝑎𝑛} and an equation for variance of 
noise. Once the parameters {𝑎𝑛}  and 𝜎2, of the 
process are known, the power spectrum density of 
the AR model is given by: 

 

𝑆𝑝(𝜔) =  
𝜎2

|1+∑ 𝑎𝑙
𝑝
𝑙=1 𝑒−𝑗𝜔𝑛𝑡|

2                   (13) 

 

Identification: The basic assumption is that the 
time series is stationary. To achieve stationary, it is 
necessary to provide any of following procedures. 
The first procedure is to plot data and provide visual 
inspection (FIG.). Here some seasonality and 
nonstationary effect trends can be seen. If data is 
nonstationary, it is necessary to provide 
transformation. Several ways of transforming the 
data into a form suitable for modeling, includes 
filtering, differencing, moving average, and Box-Cox 
transformation. 

As shown in Fig. 2, noise corrupted signal 
𝑠(𝑘) and spectrum of the signal (FFT). 

𝑍−1 

𝑍−1
 

𝑍−1 

𝑎1 

𝑎2 

𝑎𝑝 

𝑥(𝑘) 𝑛(𝑘) 
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Statistical evaluation of series: In Fig. 3, a 
histogram, probability plot for normal distribution 
and boxplot are presented. Based on the information 
from Fig. 3 we can suppose that data comes from 
Gaussian probability distribution. Parameters are 
shown in Table 1.  

Estimation of the order: The Yule-Walker 
equation can be used to estimate the parameters of 
the AR (p) model for given p. The order p can be 
determined by result of AFC. Before estimation of 
parameters we must first know the model. Is 
necessary to choose a preliminary model and 
afterwards, estimate parameters and do diagnostics 
to confirm that the model is appropriate. The most 
telling properties of the time series is the correlation 
function. Often we don´t know the correlation 
function. The first step is to estimate the correlation 
function from obtained data. 

 

𝑅𝑥𝑥
̅̅ ̅̅ ̅(𝑚) =

1

𝑁
∑ 𝑥(𝑖)𝑥(𝑖 − 𝑚), 𝑝𝑟𝑜 1 ≤ 𝑚 ≤ 𝑝𝑁−𝑚−1

𝑖=1         (14) 
 

In Fig. 4, ACF is presented. We can see that the 

correlation function falls within the bounds 1.96/√𝑁 

for k > 15. Therefore we may suspect that the data 
can be modeled by an AR (15) process. 

 
Fig. 2: Noise corrupted signal s(k) and spectrum of the 

signal (FFT) 

 
Table 1: Statistical parameters 
Statistical parameters of time series 

Mean Variance Standard deviation 

0.006 0.4004 0.6327 
 

 
Fig. 3: Statistical evaluation of time series 

 

 
Fig. 4: Autocorrelation function of the time series 

 
Parameters estimation: The next step after 

predicting of order of the AR model is the necessity 
to estimate the parameters of the model. This can be 
solved by using the Yule-Walker equation as is 
shown in previous section. 

Disadvantages of using the Yule-Walker equation 
is a great number of operations needed to obtain 

estimated parameters. There are two basic 
problems. First is, that mostly we don´t know the 
accurate order of the AR model. So, it is necessary to 
test the model for different order, and then verify 
each order by statistical methods. Another problem 
is that the parameters of the time series can change 
in time and recalculation of parameters is required. 
In Fig. 5, the estimated power spectral density of the 
best order of the AR model is shown. There are three 
significant frequencies. For higher order of the AR 
model, non-existent frequencies began to occur and 
for the lower order, the significant frequencies were 
not displayed. 

Verification: After fitting a model to a given time 
series, it is necessary to provide a check whether the 
model fits to the data. There are several ways of 
checking if the model is satisfactory. The commonly 
used approach to checking is to examine the 
residuals. Due to the behavior of residuals, the fitted 
model is used to test adequacy. The first step in 
residual analysis is calculating residuals given the 
fitted model and observed data.  
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Fig. 5: Estimate AR power spectral density for the best 

order of AR model 
 

 

Residuals are defined as noise calculated from the 
equation. 

 
𝑛(𝑘) = 𝑥(𝑘) − 𝑥̅(𝑘) = 𝑥(𝑘) + ∑ 𝑎𝑙𝑥(𝑘 − 𝑙)𝑝

𝑙=1 , 𝑎0 = 1  (15) 

 
Statistical evaluation of residuals: Statistical 

evaluation of residuals and autocorrelation function 
is used to confirm the suitability of the selected 
model. In Fig. 6, histogram, probability plot for 
normal distribution, and boxplot are presented. 
Based on information from Fig. 6 and Fig. 7, we can 
suppose that residuals come from the Gaussian 
probability distrubution with zero mean and 
constant variance. In Fig. 7 the ACF function of 
residuals is presented. The values of the ACF are 

equal to zero for every n 0.  

 
Fig. 6: Statistical evaluation of residuals 

 

 
Fig. 7: Autocorrelation function of the residuals 

4. Conclusion 

In this article the procedure of evaluation of a 
time series is shown. The first step in evaluation 
proved the basic assumption, that the time series is 
stationary. From plotting data we can provide a 
visual inspection of stationary of the time series. The 
second step was determining the order of the AR 
model. The autocorrelation function was the 
significant instrument for this, which gives 
important information about attributes of a time 
series. The third step was estimating the parameters 
of the selected order of the AR model. Estimation 
was made through the Yule-Walker equation. After 

estimating parameters, the power spectral density 
from the AR model can be determined, and is more 
easily interpreted then the PSD obtained by FFT. 
Significant frequency and their amplitudes can be 
easily determined from AR PSD.  
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